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Abstract. In the bigdata era, metadata performance is critical in mod-
ern distributed file systems. Traditionally, the metadata management
strategies like the subtree partitioning method focus on keeping names-
pace locality, while the other ones like the hash-based mapping method
aim to offer good load balance. Nevertheless, none of these meth-
ods achieve the two desirable properties simultaneously. To close this
gap, in this paper, we propose a novel metadata management scheme,
HSM2, which combines the subtree partitioning and hash-based mapping
method together. We implemented HSM2 in CephFS, a widely deployed
distributed file systems, and conducted a comprehensive set of metadata-
intensive experiments. Experimental results show that HSM2 can achieve
better namespace locality and load balance simultaneously. Compared
with CephFS, HSM2 can reduce the completion time by 70% and achieve
3.9× overall throughput speedup for a file-scanning workload.

Keywords: Metadata management · Distributed file systems ·
Namespace locality · Load balance

1 Introduction

Distributed file systems (DFS) like GFS [10], HDFS [24], Ceph [27] and Lustre
[22] have intensively adopted when building highly scalable and reliable Internet
services in data centers. As shown in Fig. 1, the metadata and data of DFS are
managed by two sets of independent and separated servers, namely, metadata
servers (MDS) and data servers. When accessing a file, a client should first fetch
the file metadata from MDS to understand the layout and data location, and
check the permission. Then, if the file exists and the permission check succeeds,
she can read or write data content by directly interacting with data servers.
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Fig. 1. The architecture of distributed file systems.

In the big data era, small files are dominating the whole file space. For
instance, some studies suggest that the mean file size is around hundreds of
kilobytes or smaller [4,5,8,11,32]. In addition, compared to the data operations,
the metadata operations in file systems are also popular and even account for
more than 50% in the overall file system operations [1,3,13,20]. These two trends
introduce the design of DFS two challenges. First, the metadata service must
host a huge amount of metadata information. Second, it also has to support
high-performance metadata accesses.

To scale out the metadata service, more than one metadata server will be
deployed to jointly host metadata and balance the workload received from clients.
When designing such a metadata service, we should consider three key prob-
lems, which are the metadata partitioning, metadata indexing, and load balance
strategy, respectively. Subtree partitioning is a traditional method to distribute
metadata of files across multiple metadata servers at the subtree or directory
granularity. The benefit of this strategy is to keep better namespace or directory
locality, as the metadata of a directory and files in that directory will co-locate
in the same metadata server. In addition to the subtree partitioning method,
another alternative metadata management method, hash-based mapping, orga-
nizes the directories and files as a flat structure rather than a hierarchical struc-
ture. In detail, the hash-based method partitions and distributes the metadata
by computing hash values of the paths or names of files and directories. Due to
the randomness of hashing functions, the hash-based mapping achieves better
load balance among metadata servers, compared to the subtree-based method.
However, the hash-based method sacrifices the directory locality, because the
metadata of files in the same directory might be placed on different metadata
servers. In summary, the two traditional metadata management methods cannot
achieve good spatial locality and load balance simultaneously.
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Fig. 2. Subtree partitioning metadata management.

The close the gap between maintaining good namespace locality and achiev-
ing good load balance, in this paper, we propose a hybrid metadata management
method, HSM2, which partitions metadata and balances workloads via combin-
ing both the subtree partitioning method and the hash-based mapping method.
In short, this hybrid method applies different policies for namespaces at the
different levels of the whole file system metadata hierarchy. For instance, with
regard to directories at the lower-level of the namespace, HSM2 will ensure their
metadata integrity and keep the metadata of files under such a directory reside
in the same metadata server, to keep better namespace locality. In contrast,
regarding directories at the higher level of the namespace, HSM2 adopts the
hash-based mapping to randomly distribute the metadata of different directo-
ries across multiple metadata servers. To demonstrate the benefits of such a
design, we implemented HSM2 in CephFS, a widely deployed distributed file
system. We conducted a comprehensive set of metadata-intensive experiments.
Experimental results show that HSM2 can achieve better namespace locality
and load balance simultaneously. Compared with CephFS, HSM2 can reduce
the completion time by 70% and achieve 3.9× overall throughput speedup for a
file-scanning workload.

The rest of the paper is organized as follows. We describe the background and
motivation of our work in Sect. 2. Then we sketch the design and implementation
details of HSM2 in Sect. 3. In Sect. 4, we report the performance evaluation
results. Finally, we conclude in Sect. 5.

2 Background and Motivation

In this section, we first introduce the two traditional metadata management
methods in distributed file systems. Then we present the motivation of our work
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based on results drawn from a comprehensive set of performance evaluation
experiments (Fig. 3).

Fig. 3. Hash-based mapping metadata management.

2.1 Metadata Management Methods

Subtree Partitioning. This method splits the file system directory tree or
namespace into many subtrees, as Fig. 2 shows, and then assigns subtrees to
specific targeted MDS. Each MDS manages a set of subtrees. Because the meta-
data belongs to the same directory is assigned to the same MDS, the subtree
partitioning method maintains good namespace locality. In addition, there are
two variants of the subtree partitioning method, which are static and dynamic
partitioning methods respectively. With regard to the static subtree partitioning
method, the namespace is partitioned manually by the system administrator, like
NFS [18], Sprite [17], AFS [16], Coda [21], CIFS [12] and PanFS [2]. When the
system workload changes dynamically, however, this static partitioning method
could introduce a load imbalance problem. To address this problem, CephFS [27]
proposes a dynamic subtree partitioning method to adjust the subtree splitting
granularity and migrate the metadata across MDS cluster adaptively according
to the real-time workloads. But due to the variance in subtree sizes and real-time
workloads, it is also challenging for this method to keep the metadata servers
load-balanced.
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Fig. 4. File and directory metadata performance comparison under subtree partitioning
and hash-based mapping metadata management methods.

Hash-Based Mapping. Unlike the subtree partitioning method, the hash-
based mapping management strategy distributes the metadata according to the
hash value of the unique file identifiers (i.e., file pathname or inode number). This
method has been deployed in many file systems such as Vesta [9], RAMA [15],
zFS [19], Lazy Hybrid [31], CalvinFS [26], SkyFS [30], Intermezzo [7], ShardFS
[29], Lustre [6], and LocoFS [14]. This management method converts the file sys-
tem directory tree structure into a flat namespace, thus destroying the names-
pace locality, despite evenly balancing workloads across metadata servers. For
example, reading a directory content may need a significant number of commu-
nications between multiple metadata servers.

Next, we explore the benefits and flip-sides of both methods via running a
few experiments and analyzing their results.

2.2 Namespace Locality vs. Load Balance

To understand the difference between the subtree partitioning and hash-based
mapping metadata management methods deeply, we conduct a comprehensive
set of experiments to evaluate the overall file/directory metadata performance
and the load balance factors across multiple metadata servers. For this set of
experiments, we use a popular and widely used file system benchmark, Filebench
[25], to generate the metadata-intensive workload (e.g., create and stat files,
create and traverse directories). The distributed file systems that we evaluate
are CephFS [28] and Lustre [6], respectively, since CephFS uses the subtree
partitioning method, while Lustre adopts the hash-based mapping method.
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Fig. 5. Storage load balance comparison result. The load balance rate is defined as
loadmax
loadavg

[23].
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Fig. 6. Workload load balance comparison result.

Namespace Locality. Figure 4 summarizes the latency results about different
metadata operations achieved by two different metadata management methods.
First, as shown in Fig. 4(a), for the create operation, the subtree partitioning
method offers similar latency numbers as the hash-based mapping one. This is
because this operation only contacts a single MDS. As a result, the metadata
access latency of the create operation remains constant when the MDS clus-
ter becomes larger. In contrast, for directory metadata operations, the subtree
partitioning method performs better than the hash-based mapping method. For
example, as depicted in Fig. 4(d), reading whole directory content only needs 1ms
by the subtree partitioning method when deploying 5 MDS. However, with the
same setup, the hash-based mapping method needs almost 5 ms. This is because,
within the subtree partitioning method, the readdir operations only contact a
single MDS, while the hash-based mapping method may have to traverse the file
metadata from all 5 MDS. Consequently, the subtree partitioning method offers
better namespace locality than the hash-based mapping one.

Load Balance. In addition to namespace locality, we also evaluate the storage
and workload load balance performance. For this set of experiments, we run a file
creation workloads via Filebench. Figures 5 and 6 (stacked presentation) show
that compared to the load balance factor of the hash-based mapping method
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Fig. 7. HSM2 metadata partitioning method.

outperforms the subtree partitioning method. For example, as shown in Fig. 6,
the workloads were distributed evenly across 5 MDS by the hash-based mapping.
However, this is not applied to the subtree partitioning method. This reason is as
follows: When more workloads arrive, the migration process in the subtree par-
titioning method has been triggered. However, this migration does not balance
well the load to all MDS, due to the complex load balance policy and metadata
migration mechanism.

From these experiment results, we observe that the subtree partitioning
method and hash-based mapping method cannot achieve namespace locality and
load balance simultaneously. Therefore, designing an efficient metadata manage-
ment method to close the gap between namespace locality and load balance is
critical and challenging.

3 HSM2

Based on the above observations and reconsideration on metadata server cluster
architecture in Sect. 2, we propose an efficient metadata management method,
HSM2 to make an effective tradeoff between namespace locality and load bal-
ance. We redesign and replace the metadata management module of Ceph, using
HSM2 to determine the MDS to place instead of the original subtree partition-
ing method. In this section, we first introduce the metadata distribution and
indexing methods, then discuss the load balance and scaling strategy.
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3.1 Metadata Partitioning

HSM2 splits the file system namespace in the middle level of the namespace
hierarchy into several smaller subtrees on metadata servers to keep namespace
locality, as Fig. 7 shows. Then, HSM2 assigns the metadata of high-level subtree
to the targeted MDS by applying the hash-based mapping method. Inside each
MDS, HSM2 will keep the original subtree structure unchanged. Note that the
subtree splitting granularity is not fixed and HSM2 can adaptively adjust the
subtree granularity to select appropriate subtree sizes, according to the dynamic
workloads. Therefore, compared to the hash-based mapping method, HSM2 can
keep namespace locality, while compared to the subtree partitioning method,
HSM2 can achieve better load balance across different MDSs.

3.2 Metadata Indexing

When a client needs to lookup metadata, it will first search the target metadata
in its metadata cache. If not exist, it will send a request to a certain MDS. Differ-
ent from the original subtree partition method, HSM2 will not send a metadata
request to a random MDS which does not possess the corresponding metadata.
On the contrary, the client could calculate the target MDS which holds the
requested metadata of the corresponding directory through a deterministic hash
algorithm. By this method, unnecessary forwarding requests can be efficiently
reduced. Once MDS receives the metadata request, it first checks whether the
corresponding subtree of the target file already exists in the cache, and read the
metadata into the cache if the check fails. Then MDS will respond to the client’s
request with the expected metadata.

3.3 Load Balance

For the traditional subtree partitioning method, keeping good load balance is a
difficult problem to solve. In recent years, a few metadata migration methods
have been proposed, but the improvement is not guaranteed. HSM2 successfully
avoids this heavy overhead because the partition method offers good load balance
without sacrificing namespace locality.

3.4 Downsides

Due to splitting of subtree, the namespace locality in this level will be destroyed
by HSM2. Nevertheless, compared with hash-based mapping methods, HSM2

successfully controlled the damage to locality to an acceptable extent. Consid-
ering the huge benefits that HSM2 brings, we think it worthwhile.

4 Evaluation

4.1 Experiment Setup

We implement HSM2 and integrate it with CephFS. We conduct experiments on
10 Sungon I60-G20 servers. Each server has two Intel (R) Xeon (R) E5-2650 V4
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Fig. 8. The overall throughput with elapsed time.

CPUs, 64 GB 2133 MHz DDR4 memory space and 12 1TB HDDs. The operating
system is CentOS 7 and kernel is Linux 3.10.0-957.1.3.el7.x86 64. All servers are
connected by 56 Gbps Infiniband network and the communication protocol is
IPoIB. We deploy a metadata server cluster on 2 separated nodes and each of
which deploys multiple MDSs. We also deploy a data server cluster on another
3 physical nodes, each of which runs 2 data servers. The remaining 5 nodes are
used to deploy clients, which issue metadata requests.

We generate a directory-scanning workload in which 100 clients perform
directory traversing operations on a shared dataset which consists of 10,000
directories and almost 1.2 Million files in total, to evaluate CephFS and HSM2

metadata performance.

4.2 Experimental Results

Figure 8 shows the system overall throughput of Ceph and HSM2 with elapsed
time respectively. According to the result, we find that traversing all directory
content needs almost 175 min in CephFS. But HSM2 only needs around 53 min
and can reduce the completion time by 70% compared to CephFS. Besides, HSM2

achieves 3.9× overall throughput speedup compared to the original CephFS.
Furthermore, HSM2 can handle 57k metadata requests per second on average,
but the overall throughput of CephFS is only around 14.4k.

The second primary focus of this evaluation is to understand the load balance
achieved by the new design. To this end, we collect the metadata and workload
distribution on each MDS as time evolves, for both CephFS and HSM2. Figure 9
represents the metadata distribution and IOPS distribution results on each MDS
per second in HSM2. Due to the high-level hash-based mapping method imple-
mented in HSM2, as illustrated in Fig. 9(a), the file system metadata were dis-
tributed evenly across all five metadata servers. In addition to the storage load
balance, Fig. 9(b) highlights that the workloads were also distributed more evenly
across all metadata servers, compared to CephFS (see Fig. 6(a)). As a conse-
quence, the better load balance performance enables more metadata operations
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Fig. 9. Workload load balance comparison result.

to be processed in parallel, shortens the completion time and improves the overall
metadata performance.

5 Conclusion

In this paper, we proposed a hybrid and scalable metadata management method
for distributed file systems, HSM2, which combines the subtree partitioning and
hash-based mapping method together to maintain both namespace locality and
load balance. We implemented HSM2 atop of CephFS. The experimental results
show that, compared to CephFS, HSM2 can reduce the completion time of a rep-
resentative file-scanning workload by 70% and achieve 3.9× overall throughput
speedup.
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